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Abstract

The growth of every nation's economy depends heavily on the stock market. Because of their strong predictive powers, "K-
Nearest Neighbor Regression (KNNR), Random Forest Regression (RFR), Decision Tree Regression (DTR), and Support
Vector Regression (SVR)" is commonly used. From the previous study, it shows that the chosen state-of-the-art of previous
studies is by Shah et al. (2021) using Bi-LSTM. But the state-of-the-art model shows a high Mean Squared Error (MSE)
value that is 5% for predict Tesla Stock. Therefore, we propose the SVR, KNNR, DTR, and RFR model hope error value
can be reduced. However, those models have difficulties finding suitable parameters for prediction. Due to that, we
proposed the best parameters that were commonly used in studies which is SVR with RBF kernel, C = [1; 10; 100], gamma
=10, 1; 0, 2], epsilon = 0,1, KNNR with K =11, 3, 5, 7, 9], and DTR with a criterion = [‘squared_error’;’friedman_mse’],
RFR with 0 < n_estimators < 100 is picked to enhance the predictive capabilities of each proposed model. To prove this, a
comparison is made with each proposed model, and choose the best proposed model then compared to the state-of-the-art
of the previous study, which is Bi-LSTM. The dataset used was the Tesla Stock historical data from yahoo finance. The
result showed RFR with n_estimators = 87 is superior to its comparison with results of 0.005452 RMSE, 0.000029 MSE,
and 0.999296 R? and compared to Bi-LSTM have about 0.11773 RMSE, 0.01386 MSE, and 0.791263 R2. Based on this
study, it can be concluded that RFR with n_estimators = 87 has superior predictive capabilities performance compared with
other models and the state-of-the-art of previous studies.

Keywords: Tesla Stock; Forecasting; Close Price; SVR; KNNR; DTR; RFR.

1. Introduction

The stock market are place of different kinds of company shares that are sold publicly so that buyers can choose to
buy the stock price of a company [1, 2]. The stock itself is a piece of paper that signifies the owner as the owner of the
company issuing the stock [3]. Depending on the percentage of shares they own, shareholders are either part owners of
the company [4]. According to a statistical report from the Indonesia Stock Exchange, stocks have recently become very
popular since the Covid-19 pandemic where there was a very significant increase in stock transactions in 2021, which
was 3,577,864 in the first nine months, much more than the previous year which only reached 2,752.471 shares [5].

Investment is the purchase of a future asset with the expectation that the investor will receive a return, including both
profit and loss, at some point in the future [6]. Returns from ownership of stock include dividends and capital gains [7].
Shareholders receive profits in the form of dividends and capital gains, which are distributed in proportion to the number
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of shares each shareholder owns. As a result, shareholders benefit financially [8]. Investors can earn investment profits
by selling them at a higher price and buying shares at a low price [9]. Therefore, investors need to estimate the stock
price so that they can buy and sell their shares at the right time so that they can make a profit [10]. That's why we chose
stocks to be predicted considering that stocks are an investment that aims to get a profit from buying an asset and selling
it back at a higher price.

Basically, the main concern of stock investors is predicting data trends to make the best judgments and plans for the
future [11]. How investors predict stock prices can be through fundamental analysis or technical analysis [12]. This
analysis is used to make decisions for investors before buying or selling shares [13]. Fundamental analysis bases its
predictions on news information, company conditions, and macroeconomic factors such as dividend yield, return on
equity, income, P/E, and EBITDA, while technical analysis relies on mathematical indicators that are constructed from
the history of the prior stock price time series to make its forecasts, [14]. Technical analysis has proven to be effective
in predicting stock prices but is difficult to do properly as evidenced by the percentage of research using technical
analysis at most compared to fundamental analysis or a combination of both [15]. For this reason, it's crucial to forecast
stock prices to make sure that the investments made will be profitable [16].

Technical analysis is divided into two types, namely candlestick analysis and pattern analysis. Candlestick is a unit
representation of stock price movements that contain open, close, high, and low at a certain time [17]. Meanwhile,
pattern analysis is analysis of the pattern of stock price chart movements which can take the form of double bottom,
saucer, cup and handle, and others [18]. So that technical analysis, both candlestick and pattern analysis, is only a
derivative of daily historical price data. Therefore, it can be said that stock price predictions from the next time to the
present can be predicted effectively only by using historical stock price data [9]. Historical trend data is crucial since it
helps investors to choose whether to purchase, sell, or keep assets based on the company's stock market performance
[19]. Therefore we use candlestick analysis in this study.

Although technical analysis is effective in predicting stock prices, it is difficult to do considering that stock price
fluctuations change rapidly every time by virtue of the characteristics of stock data are time series data that move
continuously over time [11] which are high volatility, nonlinearity, and non-stationary [20] make researchers keep
looking to find better and more appropriate models for analysis. The hypothesis of market efficiency states that stock
market predictions are impossible [21], however, with current advances in computing technology, it is very possible to
make stock market predictions [22]. Therefore, prediction of stock prices has become a very popular topic between
finance and computer science [23] where in recent times, researchers have concentrated on issues such the usage of
machine and deep learning, the function of artificial intelligence, and related themes. financial industry [24].

Candlestick is a unit representation of stock price movements that contain open, close, high, and low at a certain time
[17]. This study was conducted to predict the close price by virtue of the close price is important in the finance sector
and affects the calculation of return and valuation values [25]. Investors can get returns from investing by selling stocks
at high prices and buying them when stocks are low [9]. Therefore, we chose the close price as the variable to be
predicted because it affects the profits earned and has an impact on stock investors.

By market capitalization, Tesla rose to become the most valuable automaker in North America and a significant force
in the sector, to the world's leading electric vehicle manufacturer [26]. Additionally, in 2018 one of its design models
not only held the top market share position in the automobile sector in the United States but also outsold every other
midsize premium sedan combined, accounting for 52% of the entire market segment [27]. Among the most creative
businesses in recent years is Tesla, with other companies including Amazon, Apple, Microsoft, Samsung, and Facebook
[28]. Therefore, we chose Tesla's stock to predict its stock price because it dominates the automotive market segment as
well as many innovative ideas to develop in the future so that future profits can be seen clearly.

Several machine learning methods [29] or deep learning [30] to predict stock prices using only historical stock price
data with a fairly high level of accuracy and accuracy such as stock predictions Microsoft with ARIMA, Support Vector
Regression (SVR), and Neural Network shows that SVR is superior to all other models considering that it has the
smallest RMSE value [31]. Another example, predicting the stock of PT. Waskita Karya (Persero) Tbk with SVM for
stock data classification, SVR as a method for feature selection, and KNNR for stock price prediction which shows
KNNR has a sufficient percentage of accuracy which is around 93.33% [32]. Other research on stock price predictions
from Telkom Indonesia, XL, SmartFren, and Indosat with MLR, KNNR, DTR, SVR, and which shows DTR is superior
to all other models because it has the lowest MAPE value [33]. Furthermore, research on Apple stock price predictions
with SVR, DTR, PR, RFR, SLR, and which shows RFR is superior to all other models for the reason that it produces
the highest accuracy [34]. Therefore, we chose SVR, KNNR, DTR, and RFR machine learning models to predict tesla
stock price is commonly used because of its high predicting capabilities.

For Tesla stock predictions, models that have been used include research by Bhattacharjee & Bhattacharja (2019)
[35] conducting research using the Ridge Regression, Single Layer Perceptron (SLP), Multi-Layer Perceptron (MLP),
Random Forest, KNN, SVM, Lasso Regression, Simple Linear Regression (SLR) model, and LSTM. Another study by
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Agrawal (2021) [36] uses Linear Regression and Deep Learning. As well as research by Shah et al. (2021) [1] using
LSTM and BI-LSTM. However, until now, a focused model was not been developed to predicted the movement of Tesla
shares using RFR, KNNR, DTR, and SVR. The regression prediction model predicts a value in the form of an integer
or a decimal number, then the regression model is evaluated by calculating error value in the prediction [37]. There are
many ways to calculate the error value, which we use as an evaluation of the regression model are MSE, R?, and (RMSE).
The minimum error value for predict stock achieved by study of Rubi et.al. (2022) with Artificial Neural Networks
(ANN) model is the best. But research from Ma (2020) [38] compare LSTM for predicting stock prices using ANN and
ARIMA models, the results indicate that LSTM model has the best predictive power. Also, from research of Shah et al.
(2021) [1], the result show that Bi-LSTM produces best result than LSTM. Therefore Bi-LSTM model has been chosen
as the state-of-the-art of previous studies.

From previous study above, it shows that the chosen state-of-the-art of previous studies is by Shah et al. (2021) [1]
using Bi-LSTM. But the state-of-the-art model show a high Mean Squared Error (MSE) value that is 5% for predict
Tesla Stock. While SVR, KNNR, DTR, and RFR models has many advantages like predicting with minimum MSE and
(RMSE), it is also having a weakness such as it is very dependent on its parameters for prediction. In solving Machine
Learning dependency of parameters for its prediction, finding suitable parameters that can be used in prediction which
was shown in many of the previous research such as manually looking for the best parameter like Muflikhah & Haryanto
(2018) [39] algorithms study to solve the dependency of parameters. However, there are plenty of parameters to be tuned
in machine learning. Therefore, implementing the best parameters to be tuned which had better performance than the
other parameters in solving a constrained parameters problem, could make a new performance that surpassed the
previous state-of-the-art of the previous studies. To validate this, this study compares each models so that this study
method is capable of outperforming earlier studies to predict stock hope error value can be reduced.

The following succinct summary represents the study's main contributions:

e Using the KNNR, RFR, SVR, and DTR each of these models will be carried out various kinds of tests such as the
SVR will be tested with Kernel RBF with C = [1, 10, 100], gamma = 0.1 or 0.2, and epsilon = 0.1. The K-Nearest
Neighbor Regression (KNNR) model will be tested with five K values, namely fromK =[1, 3,5, 7, 9], the Decision
Tree Regression (DTR) model will be tested with two criterion types, namely “squared error” and
“friedman_mse”, and the Random Forest Regression (RFR) model will be tested with 100 “n_estimator” values,
namely n_estimator = 1 to n_estimator = 99.

e Choosing the best model from the KNNR, SVR, RFR, and DTR models based on RMSE, R? and MSE, which has
the smallest RMSE, R?, and MSE from other models to help investors and the government to support their decision-
making progress with best model as a predictive method.

e Proving that the chosen best model gets the results of MSE and RMSE which are smaller and R? which is greater
than the earlier research model in the previous Tesla stock prediction where the BI-LSTM model [1] has been
choose as state-of-the-art model comparison from earlier research.

o With smaller MSE and RMSE results, Since MSE and RMSE both show the cube root of the difference in average
between the model's predicted value and the actual value, where the value increases as the difference in value
increases, the best model can more correctly predict Tesla's stock closing price in the future [40].

e If the R?is high, it may be concluded that the regression model's performance is accurate and good value is close
to 1, the better and more accurate the resulting model [41].

Considering Tesla's market capitalization, it is possible to anticipate stock market values, this study employed the
SVR, KNNR, DTR, and RFR models. In this study, it was also examined if machine learning might be used to the Tesla
stock market. However, up until recently, there wasn't a lot of study done on Tesla Stock's market capitalization
forecasting using machine learning techniques. This study's goal is to offer the best machine learning model for
predicting Tesla's stock. This study includes a comparison between SVR, KNNR, DTR, RFR as well as the optimal
technique for stock price forecasting with earlier studies. The comparative study's findings beat previous stock price
prediction investigations, and its top finding enabled investors to select a new strategy based on the predicted value.

The rest of the study is formed as the following part: The second part shows the related work on time series prediction.
The third part displays the theoretical foundations of the study. The fourth part discusses the proposed method
framework. The fifth part shows the experimental results and discussion. Finally, the last part displays the conclusion
of the study and possible future studies.

2. Literature Review

Stock prediction in terms of predicting prices is a topic that has been researched quite a lot in the last decade. Due to
that, stock prediction of stock prices has become a very popular topic between finance and computer science [23] where
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in recent times, researchers have concentrated on issues such the usage of machine and deep learning, the function of
artificial intelligence, and related themes. financial industry [24]. Various kinds of methods and techniques have been
found and implemented so that quite a lot of developments have occurred in this research topic. Deep Learning methods
and Machine Learning are needed to be able to solve existing problems, especially in the current technological era, there
is always a way for investors to be able to predict stock prices for profit. Here is the research that has existed to solve
stock price prediction problem.

Bhattacharjee & Bhattacharja (2019) examines stock price predictions by comparing statistical approaches, Neural
Network models and machine learning models. This study uses the ANN, Exponential Smoothing, WMA, SMA as a
statistically representative approach. SLR, RF, SVM, Lasso Regression, KNN, Ridge Regression as machine learning
representatives. LSTM, MLP, and SLP as Deep Learning representatives. From this study, it was found that the LSTM
produces the MAPE and lowest MSE of all other models in 2 different datasets [35].

Agrawal (2021) conducted a study to predict stock prices using deep learning based non-linear regression and
machine learning. This study uses Linear Regression (LR) as a representative of machine learning and ANN as a
representative of deep learning based non-linear regression. The ANN model used 5 layers with 1 input layer, 3 hidden
layers, and 1 output layer. From this study, it was found that ANN produced the lowest RMSE of the other two models
in 3 different datasets [36].

Shah et al. (2021) did a study to use Deep Learning to forecast stock prices. This study uses Bi- LSTM as a
representative of Deep Learning. From this study, it was found that the Bi-Directional LSTM resulted in better Accuracy
compared to the ordinary LSTM in 2 different datasets. So that it was concluded that the BI-LSTM model was better
than the ordinary LSTM model [1].

Rubi et.al. (2022) conducted a study to predict stock prices using deep learning. This study uses (ARIMA) Auto
Regressive Integrated Moving Average and ANN as a representative of deep learning. From this study, it was found that
ANN produced the lowest RMSE of the other models in Dhaka Stock Exchange (DSE) dataset [16].

From Table 1, it can be seen that Research by Rubi et al. (2022) [16] with the Artificial Neural Networks (ANN)
model is the best. But research from [38] compare LSTM for predicting stock prices using ANN and ARIMA models,
the results indicate that LSTM model has the best predictive power. Also, from research of Shah et al. (2021) [1], the
result show that Bi-LSTM produces best result than LSTM. From the previous research, it was shown many methods
were used to predict tesla stock data. The best model to predict tesla stock is Bi-LSTM with 0.05772 Mean Squared
Error (MSE). Therefore, the Bi-LSTM model from Shah et al. (2021) [1] is implemented as a comparison.

Table 1. Previous Research Table

Author Model Proposed Evaluation Result Dataset
“Single Layer Perceptron (SLP), Multi-Layer
Bhattacharjee & Perceptron (MLP),Long Short Term Memory (LSTM), LSTM produces the MAPE and lowest
- : MSE, namely 3.7708 and 0.6993% for the  Tesla Stock and Apple
Bhattacharja (2019)  Support Vector Machine, Random Forest (RF), K- Tesla Dataset and 3.5248 and 0.7013 %  Stock Dataset
[35] Nearest Neighbors (KNN), Ridge Regression, Lasso ) '

Agrawal (2021) [36]

Shah et al. (2021) [1]

Rubi et al. (2022)
[16]

Regression, and Simple Linear Regression”.

“Linear Regression (LR) and Artificial Neural
Networks (ANN)”.

“Bi-Directional Long Short-Term Memory (Bi-
LSTM)”.

“Artificial Neural Networks (ANN), Auto Regressive
Integrated Moving Average (ARIMA)” .

for the Apple dataset.

ANN produces the lowest Root Mean
Squared Error (RMSE), which is 3.25 for
Google dataset and 0.25 for Apple dataset
and 1.24 for Tesla dataset.

BI-LSTM produces 98% better accuracy
than LSTM with 78% accuracy.

ANN produces Root Mean Squared Error
(RMSE) 0,0303001 better than ARIMA
model with 0,1184182

Tesla Stock, Google
Stock, and Apple Stock
Dataset

Tesla Stock and
Citigroup Stock Dataset

Dhaka Stock Exchange
(DSE) Dataset

3. Materials and Methods

To achieve the research goal, a number of underlying processes must be finished, including data gathering, data
processing, model training and fitting dataset (SVR, KNNR, DTR, RFR and BI-LSTM model implementation), Model
Evaluation, and Testing. An outline of the proposed study's operational process is showed in Figure 1.
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Figure 1. Research steps of stock prediction model

The data used in this study was collected from https://finance.yahoo.com/ for open-source Tesla shares which include
several attributes such as low, high, open, and close. After getting the dataset, the next step is to ensure the column that
has a String value, in this case Time, has a label to prepare before the testing and training process is carried out. Data
preparation is done to separate inappropriate data and align all data by making all data the same size in order to decrease
the possibility that errors will arise during the training phase. The following step is to divide the data set into two groups,
testing data and training data.

In this study, training process using the machine learning model proposed were RBF Kernel SVR, DTR, RFR, and
KNNR, which will later be searched for the best MSE, RMSE and R? Errors and carried out trials of the BI-LSTM model
by Shah et al. (2021) [1]. The implementation of the machine learning and BI-LSTM regression models will be applied
to the Tesla stock data set. To try out each Machine Learning model using the existing library on the Sklearn platform
and BI-LSTM using the existing library on the Keras platform which runs via the Jupyter Notebook format and running
on Google Colab.

3.1. Data Collection

The data used in this study uses the Tesla stock data set collected from https://finance.yahoo.com/ containing the
history of Tesla stock market from January 2010 - February 2022. In this data set there are 2,931 data including attributes
such as open, close, high, and low which example can be seen in Table 2. This data collection has the advantages of
time series model data, which makes predictions that are more accurate than those made using text models or mixed
models [42]. Also, from the research by Weng et al. (2022) [43] using Tesla dataset from yahoo finance showed that
there is an evident trend upward started after 2022, with recurrent seasonal variations of Tesla closing price tended to
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reach the highest in January, with the lowest in July. Therefore, the dataset comprises seasonal or trending features, it is
important to utilize the appropriate prediction technique in line with the characteristics of the data.

Table 2 is a description of the data downloaded from Yahoo Finance (https://finance.yahoo.com/) where the Tesla
stock dataset has 7 attributes with the following explanation:

e Volume

Represent the number of shares traded on that day usually in number of shares.

e Close

Represent the closing price of shares opened in one trading day.

e Low

Represent the lowest stock price that has ever occurred on that day.

e High

Represent the highest stock price that has ever occurred on that day

e Open

Represents the opening price of the stock when it opened on that day

e Date

Represent the date the stock price transaction took place, because this dataset is in the form of historical stock price
data, all transactions are recorded daily.

o Adjusted Close Price

Represent the closing share price that has been adjusted for corporate actions by the company on that day.

Table 2. Example of the dataset

Date Open High Low Close Adj Close Volume
2010-06-29 3.800000 5.000000 3.508000 4.778000 4.778000 93831500
2010-06-30 5.158000 6.084000 4.660000 4.766000 4.776000 85935500
2010-07-01 5.000000 5.184000 4.054000 4.392000 4.392000 41094000
2010-07-02 4.600000 4.620000 3.742000 3.840000 3.840000 25699000
2010-07-06 4.000000 4.000000 3.166000 3.222000 3.222000 34334500
2022-02-10  908.369995  943.809998  896.700012  904.549988  904.549988 22042300
2022-02-11  909.630005  915.960022  850.700012  860.000000  860.000000 26492700
2022-02-14  861.570007  898.880005  853.150024  875.760010  875.760010 22515100
2022-02-15  900.000000  923.000000  893.380005  922.429993  922.429993 19095400
2022-02-16  914.049988  917.659973  901.219971  902.000000  902.000000 9167269

3.2. Dataset Splitting

The distribution of datasets is carried out 20% for testing data and 80% for training data based on several studies on
stock predictions such as the prediction of Bank Central Asia (BCA) stock prices by Manurung et al. (2018) [44]. 20%
testing, stock price predictions of Bank of Mandiri and Bank of Central Asia (BCA) during the COVID-19 pandemic
by Budiharto (2021) [45] data separation by 80% training and 20% testing, FREN stock price prediction by Chrysmien
& Jayadi (2022) [46] data separation is carried out by 80% training and 20% testing. The distribution of data for training
is more in number than data for testing so that machine learning models are more trained so that predictions from the
model are more optimal [47]. The training data is used to improve the performance of the RFR, SVR, KNNR, and DTR
models and is tested against testing data in determining the best model. Testing is done with data testing because the
hallmark of machine learning is the learning and training process, as a result, data must be studied, also known as training
data, and tested, also known as testing data [47]. So, the details of dataset splitting can be seen in Table 3.
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Table 3. Dataset Splitting Details

Dataset Part Percentage  Total Data

Training Data 80% 2344
Testing Data 20% 587
Total 100% 2931

3.3. Pre-Processing Data & Data Normalization

After getting and splitting the dataset, the next step is pre-processing stage such as checking for missing values from
the dataset, the "Date" column with string data type will be divided into three parts and labeled “Day”, “Month”, and
“Year” with integer data type (Table 4). The splitting process is intended so that the split "Date" column can be read
during the training [48]. After that, the data is normalized to create time series data with a normal or nearly normal
distribution, with the same range of values for each input model [49]. We use the Min-Max normalization method
because Maxi-Min normalization is the mostly common data normalization method and is widely used compared to
other methods such as natural logarithm, Z-score normalization, and decimal scaling [49].

Table 4. Example of data after pre-processing normalization and min-max scaling

Day Month Year High Open Low Close Volume
0.933333 0.454545 0.0 0.001350 0.000465 0.000422 0.001319 0.306605
0.966667 0.454545 0.0 0.002224 0.001568 0.001371 0.001309 0.280640
0.000000 0.545455 0.0 0.001498 0.001439 0.000871 0.001004 0.133184
0.033333 0.545455 0.0 0.001043 0.001114 0.000614 0.000554 0.082560
0.166667 0.545455 0.0 0.000543 0.000627 0.000140 0.000051 0.110956

0.300000 0.090909 1.0 0.758355 0.735181 0.736162 0.734779 0.070535
0.333333 0.090909 1.0 0.735898 0.736205 0.698271 0.698463 0.085170
0.433333 0.090909 1.0 0.722125 0.697169 0.700289 0.711310 0.072090

0.466667 0.090909 1.0 0.741575 0.728383 0.733428 0.749354 0.060844
0.500000 0.090909 1.0 0.737269 0.739795 0.739886 0.732700 0.028197

3.4. Stock Prediction

Stock itself is a piece of paper that signifies the owner as the owner of the company issuing the stock [3]. Some of
the shares are publicly sold for public ownership which are usually referred to as public stock. The public can buy stock
as a form of investment in the company. As a result, investors always do fundamental and technical research to be able
to make stock forecasts and sell and buy stocks at the appropriate times to maximize profits [10]. Stock prices are
difficult to do because of their non-linear, non-stationary, dynamic, and irregular nature [20]. According to Thakkar &
Chaudhari (2021) [12], stock prices can be predicted through 2 main types of analysis, namely fundamental and technical
analysis. Fundamental analysis bases its predictions on news information, company conditions, and macroeconomic
factors such as dividend yield, return on equity, P/E, and EBITDA, while technical analysis based on its predictions
mathematical indicators built on the history of the previous stock price time series [14].

3.5. Candlestick Data

Candlestick is a unit representation of stock price movements that contain open, close, high, and low at a certain time
[17]. Open is the price of the first transaction that occurs in that time frame. Close is the price of the last transaction that
occurred in that time range. High is the highest transaction price that has occurred in that time frame. Low is the lowest
transaction price that has occurred in that time frame [50].

3.6. Support Vector Regression (SVR)

SVR is a regression algorithm that has the same principle as the SVM which is used as a class separation algorithm
and tries to find a line that classifies two classes by expanding the dimensions of the data into multidimensional space
to find a dividing line/ hyperplane [51]. SVR uses the SVM principle [52] and creates a function that is able to map data
into a hyperplane on the training sample from the regression problem. The SVR defines a line within a predefined
boundary (called a decision boundary) where this limit acts as an acceptable error to fit the data.
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According to Wu et al. (2019) [53], Let S = [(xy, ¥1), (%2, ¥2), - .., (x,, )] represent a set of n samples, where each
Xy IS an input vector and y,, is the output target value, so the decision function of the SVR model can be equation as:

fG)=w- ¢px)+ b M

where x is the vector of the input data for model's, W is the vector of function parameters, and b is the vector of function
parameters. It is not linear to map the function (x). The SVR algorithm’s next goal is to find the optimum values of w,
b, and a few parameters of ¢(x). By resolving the following optimization issues, it is possible to arrive at the SVR
algorithm's optimal solution:

wrgifnf*%wz +C X+ &) @
yit (w-px)+ b) < e+ ¢
here referstos (w -p(x) + b) — y;, < e+ &~ @)

§,8 =0, i=1,..,n

where &; and &;* quantify training mistakes, and C is a coefficient constant of establishes the magnitude of losses when
training errors occur.

SVR can also accept more than one attribute input using Lagrange Multipliers [53], and the multiple variable
optimization problem in SVR can be rewritten as:

T;Q%Z?:l Yj=1(a; — fli*)((lj - a’j*)K + ed¥isi(a;+a") - Yisiyila, —a;”) 4)

Yi-1i@a;—a;")=0 5)

where refers to { ,
f OSa@,a@* <Ci=1,..,n

where a, and a,* are Lagrange Multipliers; K is a kernel function, which can be calculated as K = K(i,j) =
¢(xi)T¢(xj) and commonly used kernel functions in SVR include Linear in Equation 6, Radial Basis Function (RBF)
in Equation 7, and Sigmoid in Equation 8, shown as follows:

e Linear Kernel

K@, j) = x; - x; (6)
e RBF Kernel

K. j) = exp (=v]x: — %) )
¢ Sigmoid Kernel

K(i,j) = tanh(y(xi -xj) + r) (8)

where ‘y” and ‘r’ are kernel parameters. represents the RBF parameter structure and Sigmoid and r represents the residue.
Therefore, the Support Vector Regression (SVR) decision function in equation 9 can be expressed as:

f(x) = Yisi(a; —a,)K(x,2,) + b 9)

3.7. K-Nearest Neighbor Regression (KNNR)

KNNR is a regression algorithm that uses KNN concept which utilizes the similarity of features between existing
data points to predicted of new data points bases on how similar the point is to existing data points [54]. KNNR works
like other regression models in that it uses the training set object and the corresponding value to estimate the value of
the new object by calculating the mean k-Nearest Neighbor of the training set [55].

The K-closest neighbors are used to decide the value that should be allocated to the new data point after calculating
the distance between it and the old data point (K denoting the number of neighbors) [56]. To determine the separation
between data points, a number of methods are known. The three most popular approaches are Hamming distance,
Euclidean, and Manhattan; in this case, Euclidean distance will be employed in the Equation 9 expressed as [55]:

2
At X =[Sl W (s — ) (1)

where g represents the new data point, and p represents the existing data point.

Then arrange the distances between each point in the data set in ascending order. Then, select the k points closest to
x and insert it into the set of nearest neighbors, k and find the estimated value of the response function. Therefore, the
decision function of the KNNR in Equation 11 can be expressed as:

410



Journal of Human, Earth, and Future Vol. 3, No. 4, December, 2022

~ _ Zi'(=1 K(xnew;x(i))Yi

new gk K (Xnewx(i))

(11)

3.8. Decision Tree Regression (DTR)

Recursive partitioning is achieved via the Decision Tree (DT) from the root node (also known as First Parent), and
DTR is a regression approach that makes use of this similar concept. Each node may be divided into right and left child
nodes using DTR. Then, these nodes might be further divided, becoming themselves the parent nodes of the offspring
nodes [57]. DTR works like other regression models where it uses the training set object and the appropriate value to
estimate the value of the new object by calculating the resulting Information Gain starting from the root that produces
the largest (IG) [57]. To separate the nodes, you must first define the objective function you want to optimize using the
DT algorithm so that equation can be used to specify the objective function information acquisition at any node
separation in Equation 12 as follows [57]:

1600 1) = 1(0,) = (%2 100y + 52 1 (D)) @

where f is the feature for splitting, Dy, Dy, and D45, are the data sets of child nodes and the parent, [ is the size for
the splitting criteria, Nrightand Niert are the number of samples in the child nodes, N, is the total number of samples on
the parent node.

3.9. Random Forest Regression (RFR)

RFR is a regression algorithm that used the concept of Random Forest (RF) where its a regression technique that is
simple for distributed processing, highly effective, and capable of handling high-dimensional data without feature
filtering [58]. RFR works by building several Decision Trees during the training time and issuing the class average as a
prediction of all Trees [59]. Where Node Importance is calculated for each DT using Gini Importance, with the
assumption that there are only two child nodes (binary tree) [60]:

nij = WiCj = Wiere(j)Crere(j) = Wrigne () Crigne(p (13)

where right(j) is the child node of the right side of the j-th node, left(j) is the child node of the left side of the j node,
C; is the value of the j-th node, W is the Weight value of the sample that reaches the j-th node, ni; is the value of the
importance of the j-th node. So the importance level value for each feature in the Decision Tree is then calculated as
[60]:

fi _ Zj:node of—jsplit to featureiofnij (14)
i = -
2k € all node Nik

In order to simplify it to a number between 0 and 1, it may then be normalized by dividing by the total of all significant
values of each characteristic [60]:

normfi; = L - (15)
Zj eall feature from fij

Thus, the average of all trees is used to generate the Random Forest algorithm. Calculating and dividing the total
number of trees by the number of significant feature values in each tree results in the decision function of the Random
Forest in Equation 16 can be written as [60]:

_ Yjeall treeNOTmfi;

RF fi; = =icaitree 20y (16)

where RF fi; is the value of the i-th featuring calculate from all trees in the RF model, normf7i;; is the normalized value
of the i-th feature from the j-th tree, and T is the total number of trees.

3.10. Bi directional-Long Short Term Memory (Bi-LSTM)

Paliwal & Schuster developed the Bi-LSTM to train a network with both historical and upcoming input data
sequences [61]. Two interconnected layers are used to process the input data [62]. Bi-directional LSTM uses a limited
sequence depending on the context of items in the future and past to predict or tag the sequence of each element. This
results from the simultaneous operation of two LSTMSs, one moving from right to left and the other from left to right.
Composite output refers to a target signal's prediction. This approach has shown to be quite helpful. Equations 17 and
18 are used to establish a bidirectional LSTM's forward function with inputs of H as the number of hidden units and L
units. The bidirectional LSTM structure is shown in Figure 3. The Bi-LSTM network stores two values in its hidden
layer. The forward calculation involves A, and the reverse calculation uses A transposed. The values of A and A
transposed determine the final output value, y.

H t—1
ap = Tica Xiwin + X sobpr Whrp a7
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3.11. Training and Fitting Model

Training process will be carried out where daily Tesla stock price data with Close as the output result and the Day,
Month, Year, Open, High, Low, and Volume columns as input to predict output. Input selection based on research by
Shastri et al. (2019) [63] to predict BSE stocks using ANN with input sentiment score, volume, low of the day, high of
the day, opening price and Date. This study does not use sentiment analysis to estimate the sentiment score because the
current sentiment analysis and lexicons cannot predict the stock market very accurately so it is limited in its ability to
provide light on the relationship between emation and stock prices [64].

For the training process in this study using the python open source library Sklearn. Sklearn already has a library that
will be used to regress Tesla stock data. Each model will be tuning parameters based on research conducted by Ertugrul
et al. (2019) [65] regarding "Performance tuning for machine learning-based software development effort prediction
models™" based on MAR values. Where the best tuning parameters for the SVR model are “C, Epsilon and Kernel”, the
KNNR model with the value of “K”, the DTR model with the “criterion” type, and the RFR model with the “n_estimator”
value.

For this type of kernel, the SVR model will use the RBF kernel because the RBF kernel produces the best results
compared to linear, sigmoid, and polynomial kernels [66]. In addition to the C and Epsilon parameters, the gamma
parameter will also be tuned as a conditional parameter [67]. The Epsilon, gamma, and values of C are based on research
conducted by Jassim et al. (2022) [68] regarding “The Analytical Performance of Support Vector Regression and
Artificial Neural Networks” in predicting the generation of municipal waste where the values of C: [1, 10, and 100], the
gamma value as small as possible is [0.1 or 0.2] to prevent overfitting, and the epsilon value is [0.1] because it adjusts
the predicted value distance from the epsilon tube to the actual value.

The K value in the KNNR model is based on research conducted by Cui et al. (2020) [69] regarding efficient
modification of the KNN model for antenna optimization and design where the value that is often used in many cases is
K <10 to prevent overfitting. A K value that is too small has an effect on overfitting and a K value that is too large for
underfitting, so that an odd K value must be chosen, whether it is small or large [70]. Therefore, the K values used are
[1,3,5,7,9]

For the criterion type on the DTR model, it is based on research conducted by Anmala & Turuganti (2021) [71]
regarding water quality prediction using Decision Tree and Extreme Learning Machine (ELM) which shows that tuning
the criterion with ‘squared_error’ and ‘friedman_mse’ produces very good performance for the model.

The n_estimator value in the Random Forest Regression (RFR) model is based on a study conducted by Contreras et
al. (2021) [72] regarding "Influence of Random Forest Hyperparameterization on Short-Term Runoff Forecasting in an
Andean Mountain Catchment" where the number of “n_estimators” who have the greatest influence on the performance
of the Random Forest model between values 0 < “n_estimators” < 100 because the greatest improvisation occurred at
the limit of that value. The model parameter and parameter value that was used in this study can be seen in table 5 below.

Table 5. Model Boundary Parameter and Parameter Value

Model Parameter Used Parameter Value
“Support Vector Regression (SVR)” [C, Gamma, Epsilon] C =11, 10, 100]; Gamma =[0.1, 0.2]; Epsilon = [0.1]
“K-Nearest Neighbor Regression (KNNR)”  [K Value] [1,3,5,7,9]
“Decision Tree Regression (DTR)” [Criterion Type] [‘squared_error’,’friedman_mse’]
“Random Forest Regression (RFR)” [n_estimators] [range(1,100)]

Input Layer: Sigmoid; Subsequent Layer: Sigmoid (First
Layer); Tanh (Second Layer); Output Layer: Tanh (for
conversion); Sigmoid (combined output)

“Bi directional-Long Short-Term Memory [Input Layer, Subsequent Layer (2
(Bi-LSTM) [1]” Layer), and Output Layer]

Where Training is run on a computer system with specifications as in Table 6.

Table 6. Google Colab Specifications for Model Training Process

No. Hardware Specification
1 Processor Intel(R) Xeon(R) CPU @ 2.20GHz x 2
2 Memory 12GB

3 GPU Card Tesla K80 with 12GB GDDR5 VRAM
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The training process can be done in two ways, namely using the using Graphic Processing Unit (GPU) computing
and computing capabilities of the Central Processing Unit (CPU). To shorten the training time in this research, we will
utilize the parallel capabilities of the 2496 CUDA Core found on the Google Colab GPU to shorten the maximum
training time.

3.12. Performance Evaluation

Evaluation in this study will be carried out every time the training process on the computer is completed and test the
results of the training model with data testing. What is done at the evaluation stage is to measure the error value of each
architecture used due to the performance of the regression model is representative in the form of an error value [41].
The error value alone is not enough to judge whether the performance of a model is good for the reason there is no
standard for a small error value, it can be said that the model's performance is good and therefore the Coefficient of
Determination (R?) is needed as a standard statistical measure to evaluate the regression model for the reason that there
is a range the value of [0,1] where if Coefficient of Determination (R?) is close to 1, the better and more accurate the
resulting model [41]. To measure the error value, we used evaluation parameters in the form of RMSE and MSE. The
choice of RMSE and MSE because both metrics have a monotonous relationship with R? [41]. The explanation of the
three evaluation parameters is as follows:

e Mean Squared Error (MSE)
MSE is a method for evaluating the prediction results in a way that is squared error, if the error is large, the greater
the MSE generated. The MSE formula is defined as follows [73]:
MSE = 2@ (19)
where Y' is the predicted value of each model, Y is the actual data value, and n is the number of data.
¢ Root Mean Squared Error (RMSE)

The sum of squared errors, also known as the discrepancy between the actual (actual) value and the anticipated
value, is known as the RMSE [73]. If the error is large, the greater the RMSE generated. The RMSE formula is
defined as follows [74]:

RMSE = %z,/(y' ~Y)? (20)

where Y' is the predicted value of each model, Y is the actual data value, and n is the number of data.
e Coefficient of Determination (R?)

To evaluate how well the model fits the dependent and independent data it receives, the R? is utilized [75]. If R? is
close to 1, the better and more accurate the resulting model is so that the R? formula is defined as follows [74]:

12
R?=1- 20 (21)
Y(Yaverage=Y)

where Y’ is the predicted value of each model, Y is the actual data value, and Y,,.,,, is the average of Y’ response
values.

4. Results and Discussion

4.1. Main Findings of the Present Study

Each Machine Learning model used has a different model. The measurement of the model evaluation is by measuring
the RMSE, MSE, and R?, on a different data set from the training data set. If the RMSE and MSE values are low and
the R? values is close to 1, then the model can be interpreted as good [41]. MSE, RMSE, and R? measurements include
112 Machine Learning models used in this study consisting of six SVR models in Table 7, five KNNR models in Table
8, two DTR models in Table 9, and ninety-nine RFR models that can be seen in Table 10.

Table 7. The forecast performance measures for SVR RBF model Testing Data

Proposed SVR RBF Model MSE RMSE R?
SVR with C =1 ; gamma=0.1; epsilon=0.1 0.006094  0.078067  0.855664
*SVR with C =1 ; gamma=0.2; epsilon=0.1 0.005040  0.070993  0.880638
SVR with C = 10; gamma=0.1; epsilon=0.1 0.006104  0.078125  0.855449
SVR with C =10 ; gamma=0.2; epsilon=0.1 0.005040  0.070993  0.880638
SVR with C =100 ; gamma=0.1; epsilon=0.1 0.006105  0.078126  0.855450
SVR with C = 100; gamma=0.2; epsilon=0.1 0.005041  0.070994  0.880639

* Represents SVR best model result
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Table 8. The forecast performance measures for KNNR model Testing Data

Proposed KNNR Model MSE RMSE R?
*KNNR with K=1 0.000070  0.008380  0.998337
KNNR with K =3 0.000090  0.009489  0.997867
KNNR with K =5 0.000123  0.011102  0.997081
KNNR with K =7 0.000169  0.013011  0.995991
KNNR with K =9 0.000181  0.013450  0.995715

* Represents KNNR best model result

Table 9. The forecast performance measures for DTR model Testing Data

0 MSE RMSE R?
*DTR with criterion = “squared_error” 0.000047 0.006903 0.998871
DTR with criterion = “friedman_mse” 0.000058 0.007637  0.998618

* Represents DTR best model result

Table 10. The forecast performance measures for RFR model Testing Data

Proposed SVR Model MSE RMSE R?
RFR with n_estimators = 1 0.000034 0.005892 0.999178
RFR with n_estimators = 2 0.000032 0.005697 0.999231
RFR with n_estimators = 3 0.000037 0.006108 0.999116

*RFR with n_estimators = 87 0.000029 0.005452 0.999296
RFR with n_estimators = 97 0.000030 0.005501 0.999283
RFR with n_estimators = 98 0.000030 0.005507 0.999282
RFR with n_estimators = 99 0.000030 0.005513 0.999280

* Represents RFR best model result

As presented in Table 7, the SVR RBF model performance result is shown in terms of RMSE, MSE, and R2. SVR
RBF with C =1, epsilon = 0.1 and gamma = 0.2, outperform other SVR model. Even though all of them is SVR RBF
model tuned the SVR parameter which are C, epsilon, and gamma, the performance of SVR reveal that it has better
capability to predict stock price and prevent overfitting.

As presented in Table 8, the KNNR model performance result is shown in terms of MSE, RMSE, and R% KNNR
with K =1 outperform other KNNR model. Even though all of them is KNNR model tuned the KNNR parameter which
are K value, the performance of KNNR reveal that it has better capability to predict stock price. Besides the capability,
it is also proving the research conducted by Cui et al. (2020) [69] and Fu et al. (2021) [70], K values that has been used
which is [1, 3, 5, 7, 9] can prevent overfitting based on result from Table 8.

As presented in Table 9, the DTR model performance result is shown in terms of RMSE, MSE, and R?. DTR with
criterion = “squared_error” outperform other DTR model. Even though all of them is DTR model tuned the DTR
parameter which are criterion type, the performance of DTR reveal that it has better capability to predict stock price.
The results proved the research conducted by Anmala & Turuganti (2021) [71], Criterion Type that has been used which
is ‘squared_error’ and ‘friedman_mse’ has a good performance based on result from Table 9.

As presented in Table 10, the RFR model performance result is shown in terms of RMSE, MSE, R2, and Mean
Squared Error (MSE). RFR with n_estimators = 87 outperform other RFR model. Even though all of them is RFR model
tuned the RFR parameter which are n_estimators value, the performance of RFR reveal that it has better capability to
predict stock price. Based on the result from Table 10, it is also proved that the research conducted by Contreras et al.
(2021) [72] n_estimators values that has been used which is [range (1, 100)] have the greatest influence on the
performance of the Random Forest model.

4.2. Comparison with Other Studies

The results of our study show that the values for predicting stock prices are fairly consistent across all analyses when
compared to those of other studies. Some academics are making an effort to predict the stock price with their chosen
technique. Table 11, Figures 2, and 3 contrasts our proposed work with state of the art of the earlier research about the
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high Mean Squared Error (MSE) value of the model used. Diverse research focuses on certain goals, with some aiming
to use the ANN model, traditional time series ARIMA model, LSTM model. And Bi-LSTM model on their data. Some
researchers are seeking to forecast stock price using various stock data. To address the limitation of Tesla stock price
prediction, this study employs an SVR, KNNR, DTR, and RFR model with a minimum error. One of the main outcomes
of our work is accurate stock price predictions. The size of the market changed throughout the epidemic, rising, falling,
or remaining stable. Another thing to think about is that any model's most challenging component is its most accurate
forecast, and our RFR model exceeded state of the art of the previous work with a lower MSE score (0.000029), RMSE
score (0.005452), and higher R? score (0.999296).

Table 11. The forecast error measures for selected RFR model

Reference Dataset Best Model MSE RMSE R?

Shah et al. (2021) [1]  Tesla Stock  Bi-Directional Long Short-Term Memory (BI-LSTM) 0.01386 0.11773 0.791263

Present Study Tesla Stock RFR with n_estimators = 87 0.000029  0.005452  0.999296
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Figure 3. The forecasted pattern of Bi-LSTM model
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Looking at Figures 4 to 6, RFR with n_estimators = 87 have the highest performance from all the other model. As a
result, unlike other model without bagging learning and ensemble approach, RFR with n_estimators = 87 has the highest
predictive capability to the other model with the result of MSE, RMSE, and R? respectively has 0.000029, 0.005513,

and 0.99928.
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Coefficient of Determination Performance
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Figure 6. Performance comparison of the approaches in Coefficient of Determination

Regarding DTR with criterion = "squared_error", it has the second highest performance compared to another model.
This proves that, compared to RFR, DTR with criterion = "squared_error" has lower performance in predicting Tesla
stock. The performance of DTR with criterion = "squared_error" resulted in MSE, RMSE, and R? of 0.000047, 0.006903,
and 0.998871, respectively.

Concerning KNNR with K = 1, it has the third highest performance compared to another model. It also has the
second-lowest performance compared to another model. This showed that KNNR with K = 1 has a lower performance
in predicting Tesla stock compared to RFR with n_estimators = 87 and DTR with criterion = "squared_error". The
performance of KNNR with K = 1 resulted in MSE, RMSE, and R? respectively has 0.000070, 0.008380, and 0.998337.

Finally, for SVR with C = 1, gamma = 0.2, and epsilon = 0.1, it has the lowest performance compared to the other
model. This proved that SVR with C =1, gamma = 0.2, and epsilon = 0.1 has the lowest performance in predicting Tesla
stock compared to another model. As a result, SVR with C = 1, gamma = 0.2, and epsilon = 0.1 has the lowest
performance compared to other models with the results of 0.005040 MSE, 0.070993 RMSE, and 0.855664 Coefficient
of Determination (R?).

4.4. Strengths and Limitations

Based on the results above, RFR with n_estimators = 87 has the highest performance of all the other models. Unlike
other models, the RFR employs a bagging learning technique that yields a sizable number of de-correlated trees [76]
and utilizes the ensemble technique, where each RF tree is created from randomly selected subsets of the characteristics
of the sample data, allowing some features to be used in decision-making [77].

On the other hand, SVR with C = 1, gamma = 0.2, and epsilon = 0.1 has the lowest performance compared to the
other model. Due to those results, manually looking for the best parameter for SVR may not be the best result. So other
studies used optimization algorithms such as Grid Search [78], Particle Swarm Optimization (PSO) [79], Bat
Optimization Algorithm [80], and Genetic Algorithm (GA) [81] to achieve a better result and a more adaptable model
to solve the dependency of SVR parameters.

5. Conclusion

In this study, Kernel RBF and SVR with C =[1, 10, 100], gamma = 0.1 or 0.2, and epsilon = 0.1, K-Nearest Neighbor
Regression (KNNR) with five K values, namely from K =[1, 3, 5, 7, 9], Decision Tree Regression (DTR) with two
criterion types, namely "squared_error" and "friedman_mse", and Random Forest Regression (RFR) with 100
"n_estimator" values, namely n_estimator = 1 to n_estimator = 99 model is proposed to predict close price of Tesla
Stock. The best approaches of each model obtained by SVR with epsilon = 0.1, gamma = 0.2, and C = 1, KNNR with
K = 1, DTR with criterion = "squared_error", and RFR with n_estimators = 87, which is the most optimal parameter
obtained in this study. After the outcome of each best approach model is obtained, then compare the models with each
other. From the result RFR, with n_estimators = 87 have the highest performance of all the other models.
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Utilizing Tesla Stock to compare the efficiency of the suggested approach to other methods in https:/finance.yahoo.com/.
The outcome result of RFR with n_estimators = 87 and its comparison measured by R?, RMSE, and MSE evaluation
methods. The evaluation was performed to verify the effectiveness of RFR with n_estimators = 87 and compared to the
state-of-the-art of an earlier study that used a Bi-LSTM model. The study from the experiment resulted in an RFR with
n_estimators = 87 has better performance in predicting Tesla stock with a result of 0.005452 RMSE, 0.000029 MSE,
and 0.999296 R2.

This study showed that using RFR is more capable of obtaining optimal results compared to other models. By looking
at MSE, RMSE, and R-Squared. Because of those results, the chosen best model, which is RFR with n_estimators = 87,
gets results for MSE and RMSE that are smaller and an R? that is greater than the state-of-the-art of an earlier study that
used the Bi-LSTM model. With smaller MSE and RMSE results, the best model can more correctly predict Tesla's stock
closing price in the future. Also, with R? is high, the better and more accurate the resulting model.

However, this study only used a limited amount of data which is 2931 data and manually looked for the best parameter
for each model. Due to those limitations, SVR with C =1, gamma = 0.2, and epsilon = 0.1, it has the lowest performance
compared to the other model. In a future study, a higher amount of dataset higher than this study (2931 data) and used
optimization algorithm such as PSO, BA, GA, or other optimization algorithm can be experimented with to see if it
could perform as well as this study showed. Those optimization algorithms used to look at the SVR best parameter.
These are retained for further work.
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